Hypothesis Testing

Overview

In Comparative Studies, often the best way to analyse and report the results is to use confidence intervals.
However, statistical hypothesis tests are still widely used in scientific work and thus, we need to consider how
these tests work. Most statistical analyses involve comparisons (usually between treatments and procedures or
between groups of subjects).

Types of Hypotheses

The medical hypothesis is the basis of the statistical hypotheses (i.e. null hypothesis Hy and alternative hypothesis
Hqp).

Medical Hypothesis

The medical hypothesis is the starting point. It is statement that presents an idea of association between variables.
For example, progressive polyarthritis (PAP) is associated with the HLA-DR4 antigen.

Statistical Hypotheses
Null Hypothesis Hg

A null hypothesis states that there is no association between the variables of interest. For example, there is no
association of PAP with HLA-DR4.

Alternative Hypothesis H;

An alternative hypothesis states that there is a real association between the variables of interest. For example, PAP
is associated with HLA- DR4.

Fourfold & Contingency Tables

Fourfold and Contingency Tables are used to calculate observed frequencies, expected frequencies, chi-
squared statistic X2 and degree of freedom (df).

A chi-squared test is used to determine whether there is an association between two variables, which may be:

= qualitative
= discrete quantitative
= continuous quantitative (where values have been grouped)

Data from two such variables may be arranged in a contingency table. The categories for one variable define the
rows, and the categories for the other variable define the columns. Individuals are assigned to the appropriate cell.
When the table only has two rows or two columns, the table is called a four-fold table.

Observed and Expected Frequencies

Observed frequencies are simply the observed number of subjects that apply to each cell. The expected
frequencies for each cell are the numbers that we would expect to find if the null hypothesis was true (i.e. no
association). To calculate he expected frequency for each cell, we use the observed frequencies. For a given cell,
the sum of the cell's row multiplied by the sum of the cell's column, divided by the total number of subjects n. See
the example below:

Observed frequencies in the sample of 308 patients divided according to presence of PAP and HLA-
DR4

HLA-DR4
PAP Total
Present | Absent
Present | 46 28 74
Absent | 50 184 234

Total 96 212 308


https://www.wikilectures.eu/index.php?title=Comparative_Studies&action=edit&redlink=1
https://www.wikilectures.eu/w/Fourfold_and_Contingency_Tables

Expected frequencies in the sample of 308 patients divided according to presence of PAP and HLA-DR4

HLA-DR4
PAP Total
Present | Absent
Present | 23 51 74
Absent | 73 161 234
Total 96 212 308

You can see that for the first cell, the expected value was calculated as follows:

(46 + 50) x (46 + 28) -+ 308 = 23

Chi-Squared Statistic X2

For the alternative hypothesis to be true (i.e. presence of association), the observed and expected frequencies,
should be close together, any discrepancy being due to random variation. The best way to this is a chi-squared
test, where the observed and expected values are compared by this formula:

x? = B(Observed — Expected)? + Ezpected

For the example above, we would like to perform the statistical test with 5% level of significance. The test result is
X2=43.61. In order to interpret this chi-squared statistic, the number of degrees of freedom (df) is needed. For a
contingency table, df is calculated by the formula:

df = (No.ofRows — 1) x (No.ofColumns — 1)

For the example table, df=1. Using a reference table which shows the percentage points of the X2 distribution, we
can see that 43.62 is greater than 3.84 (the critical value for 5% level of significance). Please see this chi-squared
distribution reference table:

Dibveis of Praobability
Freedom 096 090 080 070 050 0.30 020 0.10 0.06 001 0.001
1 0.004 002 006 015 046 107 184 27 384 6.64 10.83
2 010 021 045 071 139 241 322 460 5.9 921 13.82
3 036 058 101 142 237 366 464 625 T7.82 1184 1627
4 0.71 1.06 165 220 336 488 599 1778 9.49 13.28 1847
b 114 161 234 300 435 606 720 924 | 11.07 16.00 20,52
6 163 220 307 383 535 723 856 1064 | 1259 16.81 22.46
T 217 283 382 467 635 838 980 12.02 | 14.07 1B48 2432
8 273 849 459 6553 734 952 1103 1336 | 1551 20.09 26.12
9 882 417 538 639 834 1066 1224 1468 | 16.92 21.67 27.88
10 394 486 618 727 934 1178 1344 16599 18.81 2321 2959
Nonsignificant Significant

Thus the probability is less than 5% that such a large observed difference could have risen by chance. Thus we can
reject the null hypothesis. The use of chi-squared test is not confined to nominal and ordinal data but also can be
used for continuous variables hat have been categorised.
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